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a b s t r a c t

This contribution is aimed at analyzing the capabilities of popular two-equation turbulence models to
predict features of 3D flow fields and endwall heat transfer near the blunt edge of a symmetric body
mounted on a plate. The configuration studied experimentally by Praisner and Smith is considered.
Results obtained with the in-house CFD code SINF and the commercial package ANSYS–CFX are presented
and compared. Prediction capabilities of the low-Re Wilcox turbulence model and two versions of the
Menter SST model, the original and the modified one, are analyzed in comparison with the experimental
data. Special attention is paid to grid sensitivity of the numerical solutions. Advanced visualization of the
vortex structures computed is performed with author’s visualization tool HDVIS. It has been established
that the Wilcox model is not capable of predicting the development of a multiple-vortex system observed
in the experiment upstream of the body leading edge. Both versions of the MSST model produce qualita-
tively correct results, with a considerable superiority of the modified version when compared with the
quantitative data.

� 2010 Elsevier Inc. All rights reserved.

1. Introduction

For flow configurations with a boundary layer approaching an
obstruction in the form of a bluff body or a blunt-nose wing, it is
well known that the body-generated adverse pressure gradient
creates a three-dimensional separation, which forces the boundary
layer vorticity to reorganize into a horseshoe vortex system
(Simpson, 2001). Typically this system consists of a primary horse-
shoe vortex (HV), a counter-rotating secondary vortex (SV), and a
tertiary vortex (TV). Moreover, as established in (Devenport and
Simpson, 1990) via hot-wire measurements of the turbulent flow
field near a symmetrical airfoil mounted on a flat plate, the horse-
shoe vortex system upstream of the airfoil leading edge is
subjected to bimodal, low-frequency oscillations. This dynamic
behavior of the vortex system can be a source of discrepancies be-
tween instantaneous and time-mean flow topologies. This aspect
has been investigated extensively in the recent experimental study
by Praisner and Smith (2006a,b) where the turbulent flow around a
symmetric streamlined cylinder and associated endwall heat
transfer were measured simultaneously with the PIV method and
the thermochromic liquid–crystal technique.

If there is a temperature difference between the free-stream
and endwall, horseshoe vortex structures generate specific varia-

tions of local heat transfer. In the case of multiple vortices, alter-
nate in- and outflows developing in the vicinity of the endwall
change the thermal boundary layer thickness that results in a
non-monotonic variation of heat transfer intensity (Praisner and
Smith, 2006a,b).

Flows in various generic junction configurations have been
extensively studied numerically using steady-state Reynolds-aver-
aged Navier–Stokes (RANS) turbulence models, including linear
and nonlinear eddy-viscosity models and second-moment closure
models (Bonnin et al., 1996; Batten et al., 1999; Apsley and
Leschziner, 2001). In particular, data of experimental study of
wing-body junction (Devenport and Simpson, 1990) were used in
extended test computations (Apsley and Leschziner, 2001) aimed
at analyzing capabilities of more than 10 turbulence models,
among which the best results were shown by the Menter SST
eddy-viscosity model (Menter, 1993) and second-moment models.
However, knowledge of RANS models capabilities for reproducing
local heat transfer in junction configurations is quite limited.
Moreover, numerical solutions with multiple horseshoe vortices
may be rather sensitive to grid resolution as well as to concrete
CFD code realization of a turbulence model.

The present numerical study was performed under conditions
that corresponded to the configuration used in the experimental
work of (Praisner and Smith, 2006a,b). The computations were per-
formed using two 3D CFD codes, namely the commercial package
ANSYS–CFX (ANSYS Inc., 2006) and the in-house code SINF being
under long-time development at the Department of Aerodynamics
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of the St.-Petersburg State Polytechnic University (Smirnov and
Zajtsev, 2004a,b). Several low-Re turbulence models of the k–x
family were examined in comparison with the experimental data.
For visualization of the vortex structures computed, the new re-
cently developed software HDVIS (Zaitsev et al., 2008) was
employed.

2. Problem definition

2.1. Basic statements

Fig. 1 illustrates the experimental configuration studied in the
work of Praisner and Smith (2006a,b). A 15.08 cm diameter cylin-
der with a 5:1 trailing edge fairing was used as a blunt-nose body
mounted on a flat test plate, with localized heating applied in the
enwall region. The experiments were carried out in the open water
channel 0.9 m width, the water depth was of about 0.4 m.

The free-stream water velocity, Vin, was equal to 0.147 m/s that
gave the Reynolds number, based on this velocity and the cylinder
diameter, equal to 2.44 � 104. The free-stream water temperature,
Tin, was kept at 25 �C. A constant heat flux, q, of 10,500 W/m2 was
provided over the 0.3 � 0.3 m endwall segment in the vicinity of
the body leading edge, as shown in Fig. 1. Remaining walls were
thermally insulated.

The governing equations used for the present steady-state com-
putations are the Reynolds-averaged incompressible-fluid Navier–
Stokes equations and the energy equation.

As a result of preliminary computations, it has been established
that the maximum temperature difference between the free-
stream and the heater surface is about 15 �C, and variations of
the water viscosity do not exceed 25%. Such a level of viscosity
variations does not affect noticeably any of the flow characteristics
considered below. Consequently, the program of the present com-
putations was based on the assumption of the constant physical
properties of the fluid. The Prandtl number, Pr, was set to 6.3 that
corresponds to the value at the free-stream temperature.

For turbulence modelling, low-Re turbulence models of the k–x
family were employed. The Wilcox model (Wilcox, 1993), added by
the Kato–Launder correction (Kato and Launder, 1993), and the ori-
ginal version of the Menter SST (MSST) (Menter, 1993) were used
in the first stages of the present study. The second stage computa-
tions were performed using the MSST model, mostly in its modified
form that is given in (Menter et al., 2003) and implemented in the
last releases of the ANSYS–CFX. In all the computations the turbu-
lent Prandtl number, Prt, was taken as 0.9.

2.2. Boundary conditions

The computational domain shown in Fig. 1 has a form of a par-
allelepiped whose faces are parallel to the Cartesian system axes.
The inlet section is placed 1.5 m upstream of the cylinder, and
the outlet section is positioned 1.5 m downstream of the body
trailing edge.

The lateral size of domain was defined as the experimental
channel halfwidth reduced by a characteristic displacement thick-
ness, d�, of the side-wall boundary layer at the body leading edge
position. A value of d� = 6 � 10�3 m was taken as a result of preli-
minary computations of two-dimensional (2D) turbulent boundary
layer development.

The 3D computations were performed with the symmetry con-
dition in the middle longitudinal plane, perpendicular to the end-
wall, Y = 0. The symmetry condition was used also at the outer
boundary, Y = Ymax. At the solid surfaces of the body-plate juncture
the no-slip condition was imposed. For the computational domain
plane parallel to the plate, Zmax = 0.4 m, the slip condition (equiva-
lent in this case to the symmetry condition) was prescribed taking
into account that the experiments (Praisner and Smith, 2006a,b)
were carried out in the open water channel and neglecting free

Nomenclature

C specific heat (J/kg K)
d cylinder diameter (m)
Pr Prandtl number (–)
q wall heat flux (W/m2)
Q Q-criterion (1/s2)
Re Reynolds number (–)
St Stanton number (–)
T temperature (K)
V velocity (m/s)
Y+ normalized distance to the wall for the first computa-

tional point (–)
X, Y, Z Cartesian coordinates (m)
d� boundary layer (BL) displacement thickness (m)
d BL thickness (99% level) (m)
D� specific cell size in the region of primary horseshoe vor-

tex (HV) formation (m)

u azimuthal angle (�)
k0 distance between the primary HV axis and the body

leading edge (LE) in the symmetry-plane (m)
ks distance between the separation point (SP) and the body

LE in the symmetry plane (m)
q density (kg/m3)
X vorticity magnitude (1/s)

Subscripts and Superscripts
in inlet free-stream value
t turbulent
w wall
max maximum

Fig. 1. Scheme of the flow domain: a blunt-nose body (1) mounted on the plate (2),
and a part of which (3) is heated. Computational domain boundaries are shown as
well: symmetry (4), inlet (5) and outlet (6) planes.
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surface distortions. The constant value of static pressure was spec-
ified at the outlet boundary.

In order to define proper boundary conditions at the inlet sec-
tion, the 2D turbulent flow developing in a parallel-plate channel
was computed beforehand, for each of the turbulence models
examined. For those tests, the inlet free-stream turbulence inten-
sity was set to 0.5%, and the inlet viscosity ratio was taken as
6.7. In the 2D flow computed, a position, where the boundary layer
thickness d is equal to 5.2 � 10�2 m, was found first. According to
the data given in (Praisner and Smith, 2006b), this value of d corre-
sponded to the undisturbed (with the body removed) boundary
layer at the stream-wise location of the body leading edge. Then
a section located 1.5 m upstream of this position was extracted
from the 2D solution and the flow field data of this section were
used to define the velocity vector and turbulence parameters dis-
tributions over the inlet plane of the 3D computational domain.

In accordance with the experiments, a constant heat flux of
10,500 W/m2 was specified on the endwall segment shown in
Fig. 1. Remaining parts of the plate and the cylinder surface were
treated as adiabatic.

3. Computational aspects

Two CFD codes of second-order accuracy were used in the pres-
ent study: the commercial package ANSYS–CFX (ANSYS Inc., 2006)
and the in-house code SINF (Smirnov and Zajtsev, 2004a; Smirnov
and Zaitsev, 2004b). The code SINF is a well-validated block-struc-
tured Navier–Stokes solver based on the finite-volume technique
using the cell-centered variable arrangement.

Several 3D non-uniform grids have been generated to study the
sensitivity of numerical solutions to the grid resolution. Each grid
was obtained by translation of a 2D grid along the Z -direction.
The number of nodes was chosen according to the desired size of
the cells nearest to the endwall, controlled by the plate-averaged
value of the normalized distance, hY+i. The source 2D grids con-
sisted of H- and O-structure of blocks.

In the block-structured format the grids were used for the SINF
code runs. Computations with the package ANSYS–CFX were carried
out on unstructured grids which hexahedral cells were identical to
those of the SINF grids. Each unstructured grid was obtained as a
result of the SINF grid reformatting with a specialized converter.

Table 1 provides parameters of the computational grids used.
Note that the ANSYS–CFX code is based on the cell-vertex variable
arrangement, in contrast to the SINF solver where the cell-centered
arrangement is adopted. Consequently, for the same grid, an aver-
age Y+-value is half the value in the SINF code case.

Below special attention is paid to the effects of grid refinement
in the planes parallel to the endwall, especially in the leading edge
region where 3D vortex structures arise. In order to specify the grid
quality in the LE region, a characteristic cell size, D�, is introduced.
In fact, D� represents a typical size of the cells that are located in
the vicinity of the intersection of the axis of the primary horseshoe
vortex and the symmetry-plane. Note that for all the grids gener-
ated, the (X–Y)-plane cell aspect ratio in this region did not exceed
2.0. Moreover, in the vicinity of the HV axis, the cell size along the

Z-direction was adjusted to be close to D�. The D�-values given
with respect to the body nose diameter are shown in the last col-
umn of Table 1.

4. First-stage computations: wilcox model vs. menter SST model

Initial experience of a RANS-based simulation of the flow under
consideration was accumulated using the SINF code. The computa-
tions were performed with grid A1.

Fig. 2 gives a general view of the flow computed with the origi-
nal Menter SST model. As clearly visible, the major peculiarities of
the velocity field are attributed to the leading edge endwall region.

The symmetry-plane streamlines patterns obtained with the
Wilcox and the MSST turbulence model are compared in Fig. 3.
As well, isolines of the viscosity ratio computed are presented in
this figure. Both the models predict the phenomenon of flow
separation, with the separation point (SP) located upstream of

Table 1
Computational grids.

Grid Number of cells Nodes in Z-direction hY+i (CFX) d/D�

A1 570,000 46 1.0 100
B1 1,100,000 56 1.0 200
C1 4,100,000 79 1.0 400
A2 740,000 59 0.13 100
B2 1,400,000 68 0.13 200
C2 4,900,000 90 0.13 400

Fig. 2. Streamlines of the 3D flow around a blunt-nose body mounted on a plate.

Fig. 3. Symmetry-plane streamline patterns and viscosity ratio isolines computed
with (a) the Wilcox model and (b) the original version of MSST model, grid A1.
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the leading edge at a distance exceeding the edge radius. One can
see however that the Wilcox model predicts a rather simplified
flow structure as compared with the MSST model. In the pattern
obtained with the Wilcox model there are no zones with closed
streamlines, except the corner vortex (CV) zone. With the same
grid A1, the MSST model was able to predict development of the
primary horseshoe vortex and also a counter-rotating secondary
vortex located upstream.

The reason for these principal differences in the various flow
patterns is the different levels of eddy-viscosity produced by the
two turbulence models. In general, turbulent viscosity values given
by the Wilcox model for the flow region under simulation are sev-
eral times higher than in the MSST model case. An over-estimated
level of the effective viscosity prevents the formation of a complex
vortex structure.

The distinctions in the computed vortex structures have a pro-
nounced effect on the local heat transfer rate. Fig. 4 presents com-
puted variations of the endwall Stanton number, St, along the
symmetry line. The St value is defined as follows:

St ¼ q
qVinCðTw � TinÞ

ð1Þ

The Wilcox model predicts a monotonic increase of St when
approaching the body nose (after the separation point), whereas
two St peaks are given by with MSST model, in qualitative agree-
ment with the measurement data.

The results of the first-stage computations have led to the con-
clusion that the Wilcox model is not capable of predicting develop-
ment of a multiple-vortex system and correct behavior of the
Stanton number in the region near the blunt-nose of the body.
Note that a similar conclusion was also reached after results of
numerical study by Levchenya and Smirnov (2007) of 3D flow near
the leading edge of turbine blades mounted on a platform. The data
reported in (Levchenya and Smirnov, 2007) showed a superiority of
the MSST model, but pointed also that 3D numerical solutions ob-
tained with this model is rather sensitive to computational grid.

The MSST model was accordingly chosen for the next stage of
the present study. In order to reach the more justified conclusion
on the MSST model capabilities for predicting the flow under anal-
yzis, computations were also performed with the commercial
package ANSYS–CFX (ANSYS Inc., 2006). Here it should be empha-
sized that only the modified version of the Menter SST model
(Menter et al., 2003) is available in the latest releases of the
ANSYS–CFX. It provided motivation to implement the modified
MSST model into the SINF code as well, and to perform compara-
tive computations of the flow with two versions of the model.

Table 2 presents computational data for several representative
characteristics of the flow. This table covering also the measure-

ment results gives evidence that the modified MSST model (Menter
et al., 2003) has a notable superiority for prediction of this type of
flows. A grid resolution study, results of which are presented in the
next Section, was performed with this turbulence model version.

5. Results of refined computations using the menter SST model

5.1. Flow structure

A series of computations was carried out to investigate the
question of the grid resolution effect on the separation point posi-
tion. In addition to the information given in Section 3 for the grids
used, note here that a typical size of the grid cells near the SP, des-
ignated hereinafter as D��, is of about 0.035d for grid A1. To answer
the question, one more grid, termed A1-a, was generated providing
D�� � 0.013d while keeping all other grid quality parameters the
same as in the prototype grid. The computations performed with
the MSST model (Menter et al., 2003) have resulted in practically
same ks values for grids A1 and A1-a.

For grids B1, B2, C1, and C2, the value of D�� is the same and
equal to about 0.025d that is between the values given above for
grids A1 and A1-a. As a result, one may conclude that the quality
of all the grids used is sufficient to get a grid independent result
for the SP position.

As noted above, one of the primary interests is the effect of grid
refinement on the horseshoe vortex formation region. Fig. 5 pre-
sents symmetry-plane streamline patterns obtained (using the

Fig. 4. Symmetry-plane endwall Stanton number distributions: (a) experiments
(Praisner and Smith, 2006b), (b) Wilcox model, grid A1, and (c) original MSST
model, same grid.

Table 2
Comparison of data obtained with two versions of the MSST model, grid A1.

Model ks k0 Stmax

MSST (Menter, 1993) 0.694 0.263 5.0
MSST (Menter et al., 2003) 0.644 0.234 6.1
Experiments (Praisner and Smith, 2006b) 0.55 0.175 6.9

Fig. 5. Effect of grid resolution on symmetry-plane streamline pattern: (a) grid A1,
(b) grid B1, and (c) grid C1.
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ANSYS–CFX) with three grids characterized by considerably differ-
ent values of D� (see Table 1). In all the patterns given one can see
multiple-vortex structures consisting of the primary horseshoe
vortex, the secondary vortex, the tertiary vortex and the corner
vortex. With the reduction in the D� value, the tertiary vortex be-
comes more pronounced. In the case of the most refined grid, two
additional relatively weak vortices (one clockwise and other coun-
ter clockwise) appears upstream of the tertiary vortex. Fig. 6 shows
an isometric view of the multi-vortex structure computed with
grid C1. To identify the vortices, the field of the Q-criterion (Hunt
et al., 1988) was processed.

Fig. 7 presents a further isometric view of the flow computed.
Here, in addition to the vortex-tube images, visualization of the
flow is done for four planes normal to the endwall. The plane
u = 90� (left in the figure) is used to show the Q-criterion distribu-
tion, and distributions of the vorticity magnitude (s�1) are shown
for three other planes, u = 0�, �60�, and �90�.

Comparing the obtained steady-state RANS solutions with the
experimental data from (Praisner and Smith, 2006a, 2006b), one
should note that the time-averaged flow pattern given in (Praisner
and Smith, 2006b) does not include a secondary vortex. However,
instantaneous pictures reported in (Praisner and Smith, 2006a)
show clearly the existence of secondary vortices at some instants.
Under the conditions of bimodal temporal behavior of the near-

leading-edge flow, application of the time-averaging procedure re-
sults in a considerably shaded pattern of the flow vortex structure.

Grid sensitivity of the numerical solutions is illustrated also in
Fig. 8 where the data obtained with the two codes for the distance
from the HV axis to the body LE are presented. Note that the exper-
imental value of k0 reported in (Praisner and Smith, 2006b) is
0.175d.

The results given in Fig. 8 for three successively refined grids
(lines ‘‘a” and ‘‘b”) show that the HV axis approaches the body LE
with decreasing of D�. The data of lines ‘‘a” and ‘‘c” allow a direct
comparison of the two CFD codes with respect to sensitivity to
the Y+-value. Close results are obtained if for the ANSYS–CFX runs
one employs grids which provide several times smaller endwall Y+-
values compared with the SINF code case.

5.2. Endwall heat transfer

In comparison with the measurement data, Fig. 9 shows the
symmetry-plane endwall Stanton number distributions computed
with the two codes.

In accordance with the experiments, the computations predict
two St peaks. Note that the first (lower) peak may occur in the
experiments solely due to the formation of a tertiary vortex. Far
away from the body, the computed St values are in a good agree-
ment with experimental data. The global computed St peak is lo-
cated closer to the LE, compared with the experiments, and
generally the St values in the region adjacent to the LE are under-
estimated (the SINF code showed a better result).

Fig. 10 presents data for peak values of the Stanton number ob-
tained in different computational runs (note that the experimental
peak St value is about 7). There is a slight tendency for improve-
ment of agreement with grid refinement in the XY-plane. However,
the effect of this refinement is weaker than the effect of reducing
Y+-values, especially in the case of the ANSYS–CFX code.

Fig. 6. Multiple-vortex structure computed for the flow region near the body
leading edge. Shown streamlines are rolled around vortex cores displayed by iso-
surfaces of Q-criterion: Q = 0.5 s�2 for light coloured vortex-tubes, and Q = 0.9 s�2

for dark coloured.

Fig. 7. Vorticity distribution in the flow region near the body leading edge.

Fig. 8. Results for the distance from the HV axis to the body LE in symmetry-plane:
(a) CFX, grids A1, B1, and C1; (b) CFX, grids A2, B2, and C2; and (c) SINF, grids A1, B1,
and C1.

Fig. 9. Symmetry-plane endwall Stanton number distributions: (a) experiments
(Praisner and Smith, 2006b); (b) CFX, grid C2; and (c) SINF, grid C1.
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Fig. 11 illustrates the endwall streaklines pattern and the end-
wall St distribution simultaneously. One can see a close relation-
ship between the individual vortex ‘‘footprints” and local peaks
of the Stanton number.

6. Conclusion

Using the in-house 3D CFD code SINF and the commercial pack-
age ANSYS–CFX, systematic computations have been performed to
investigate capabilities of several variants of the k-x family turbu-
lence models to predict peculiarities of the 3D flow field and end-
wall heat transfer in the juncture of a blunt-nose body and a flat
plate. The computational results were compared with the mea-
surement data reported recently by Praisner and Smith. Special
attention was paid to grid sensitivity of the numerical solutions.

It has been established that the low-Re Wilcox turbulence mod-
el is not capable of predicting the development of a multiple-vor-
tex system observed in the experiments upstream of the body’s
leading edge. The simplified flow topology predicted with the Wil-
cox model is due to the fact that generally it overestimates the
eddy-viscosity in the flow region under consideration.

Both versions of the MSST model (the original and the modified
one) produce qualitatively correct results, with a considerable
superiority of the modified version when comparing the quantita-
tive data with the measurement results.

Rather fine computational grids are needed to obtain grid inde-
pendent data of intensity and position of the multiple-vortex struc-
ture forming near a blunt-nose body, as well as of the endwall local
heat transfer resulting from this structure. With CFD codes of sec-
ond-order accuracy, to resolve the horseshoe vortex formation re-
gion, one should use grids with cells that are 2–3 order lower than
the leading edge diameter.

Computational results produced by the two codes used are
close to each other provided the solution convergence is achieved
with respect to the Y+-values.
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